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ML Workload Taxonomy

XRBench v0.1 Score Metric

Characteristics of Real-time MTMM ML Workloads

Case Studies and Conclusion
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Concurrency and dependency-aware scheduling

Deadline-oriented optimizations 
(Just minimizing latency beyond the deadline
does not contribute to better user experiences)

Characteristic Example Implications to ML System Design

Input sensor- and output device-aware scheduling

Model heterogeneity-aware hardware design

Runtime software to support for user 
input-driven dynamic workloads

Highly diverse workload depending on 

To understand this new class of ML workloads, real-time MTMM, 
we need a well-defined workload suites based on realistic use cases!

Four Unit Scores

Hierarchical Formulation

Composable Formulation
- Range of unit scores: [0,1]
- Product of unit scores => benchmark score

- Define scores from fine-grained to coarse-grained 
  execution units
  (each inference -> all the inference runs for a model  
    -> usage scenario -> benchmark)

Real-time

Energy

Accuracy

Unit Score What does it measure?

Degree of deadline violations
(Not absolute latency!)

Energy consumption 

Relative model performance compared 
to reported numbers in original papers

Frame drop rate
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Example

mIoU, accuracy, mAP, etc.

All formulated to be higher-is-better metric within [0,1] range

Benchmark Score

Single-metric: Provides comprehensive insights and 
facilitates industry score submissions

Quality of
Experience (QoE)

Full detailed formulation is available in the paper!
(Break-down scores are still available from the benchmark)

Unit Models

Selection Criteria
- Recommendation from industry ML researchers and engineers
- Model performance (e.g., accuracy) and efficiency Envisioning

On-device AIUsage Scenarios
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Example Usage Scenario Diagram (Social Interaction B)
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- High FPS eye pipeline: Enables low 
latency human-device interaction

- ML pipeline: Cascade multiple 
models to implement complicated 
functionalities (e.g., ES -> GE in this 
example; eye pipeline)

- Dependency in eye pipeline: ES 
results are used as inputs of GE* HT: hand tracking, ES: eye segmentation

   AS: action segmentation

Evaluation: Various ML Accelerator Systems

- WS: Weight-stationary
- OS: Output-stationary

- FDA: Fixed dataflow accelerator
- SFDA: Scaled-out FDA
- HDA: Heterogeneous dataflow accelerator

Accelerator Styles

Accelerator Dataflow

Main Evaluation Results and Insights

ML Systems for XR needs to be 
co-designed with usage 
scenarios

Optimal accelerator style 
depends on the chip scale

Multi-accelerator systems are 
friendly to XR systems

Conclusion

More insights: Example implication to ML system design for XR

AR gaming execution timeline using 
accelerator J (WS + OS HDA)

100 % Hardware Utilization

~90% Hardware Utilization

47% frame drop!

~3% frame drop

XR Bench score 
successfully captures this

Hardware utilization is an incorrect metric for XR ML system design!

Real-time MTMM workloads have unique characteristics and new implications to 
ML system design

We developed XRBench to invite everyone for this new problem domain: ML 
system for real-time MTMM workloads
XRBench is an open project

We look forward to working with the community!

Home page: https://xrbench.ai
Github: https://github.com/XRBench
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